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Abstract: For the time being, renewable energy source (RES) penetration has significantly increased
in power networks, particularly in microgrids. The overall system inertia is dramatically decreased by
replacing traditional synchronous machines with RES. This negatively affects the microgrid dynamics
under uncertainties, lowering the microgrid frequency stability, specifically in the islanded mode
of operation. Therefore, this work aims to enhance the islanded microgrid frequency resilience
using the virtual inertia frequency control concept. Additionally, optimal model predictive control
(MPC) is employed in the virtual inertial control model. The optimum design of the MPC is attained
using an optimization algorithm, the African Vultures Optimization Algorithm (AVOA). To certify
the efficacy of the proposed controller, the AVOA-based MPC is compared with a conventional
proportional-integral (PI) controller that is optimally designed using various optimization techniques.
The actual data of RES is utilized, and a random load power pattern is applied to achieve practical
simulation outcomes. Additionally, the microgrid paradigm contains battery energy storage (BES)
units for enhancing the islanded microgrid transient stability. The simulation findings show the
effectiveness of AVOA-based MPC in improving the microgrid frequency resilience. Furthermore,
the results secure the role of BES in improving transient responses in the time domain simulations.
The simulation outcomes are obtained using MATLAB software.

Keywords: model predictive control; virtual inertia; African vultures optimizer; microgrid; renewable
energy

1. Introduction

Integrating RES into electric grids is gaining more interest for generating electric power
since it is considered a great solution for overcoming the environmental issues and problems
of energy shortage [1]. Thus, RES is a significant part of small energy systems, which are
microgrids. A microgrid is identified as a small power system in which RES, small generating
power plants, power storage elements, residential, and industrial loads are connected [2,3].
Nevertheless, RES is connected to microgrids through power electronic converters for power
exchange. Therefore, the microgrid dynamic stability is negatively affected due to the
decrease in microgrid inertia provoked by power electronic converters’ interface-based
RES [4,5]. Thus, the high-level utilization of RES in microgrids lowers the overall grid inertia
compared to conventional synchronous generating units [6]. Furthermore, regarding the
operation of the microgrids, a microgrid may operate in one of two modes: grid-connected
or islanded mode of operation [7-9]. In islanded operation, power is not exchanged between
the islanded microgrid and the grid power network [10,11]. This makes islanded microgrid
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frequency control more challenging, especially in uncertainties, such as the high-level
deployment of RES [12,13].

To overcome the drawback driven by the reduction in the microgrid inertia, a fre-
quency control model depends on emulating the inertia behavior produced by synchronous
generators, thus enhancing the microgrid frequency resilience [14]. This control concept is
a virtual synchronous machine or generator (VSG, VSG) [15]. A VSG is provided to imitate
the physical characteristics of conventional synchronous generators virtually to increase
the overall microgrid inertia leading to enhancement in the transient stability of the system
frequency [16]. The concept of virtual inertial control is regarded as a particular portion
of VSM implementation that depends on mimicking prime move properties to deliver the
inertial power needed by microgrids for frequency stability support [17]. The proposed
control strategy supplies the microgrid with the necessary active power through energy
storage systems (ESS) and inverters by measuring the rate of frequency change (RFC) and
hence reduces the microgrid frequency fluctuations during the system transients [18].

In recent years, various control strategies have been developed for dealing with the
high penetration of RES into the virtual inertial control loop for frequency stability enhance-
ment [19-24]. In [19,20], a virtual inertia control model with an enhanced strategy based on
a derivative technique was utilized to provide the damping and inertial characteristics to
enhance the microgrid frequency resilience. In [21], fuzzy logic control was implemented
with virtual inertial control to adjust the virtual inertial gain based on the system input
signals, RES penetration level, and load disturbances. In [22], a control strategy based
on the coefficient diagram method (CDM) was developed in the virtual inertia model to
alleviate the frequency fluctuations during high-RES integration in an islanded microgrid.
In [23], the H-infinite control method was introduced into the virtual inertia model for the
frequency enhancement of the islanded microgrid dynamic performance against contingen-
cies. Furthermore, in [24], an optimal CDM was developed with the virtual inertial control
to improve the dynamic performance of a two-area interconnected microgrid, including
RES penetration and electric vehicles (EV). Despite the decent dynamic performance of
the aforementioned control strategies [21-24], they suffer from drawbacks such as long
computational time, reliance on the control designer’s experience, and the need for order
reduction. In [25,26], a virtual inertia control model based on superconducting magnetic
energy storage (SMES) technology was implemented to support low-inertia microgrids.
In [27,28], a conventional PI controller was implemented in an islanded microgrid’s vir-
tual inertial dynamic model to obtain the optimum controller parameters for microgrid
frequency stability enhancement. Although PI controllers in [27,28] provided decent perfor-
mance considering the frequency stability issues in microgrids, they have some drawbacks,
such as sensitivity to controller gains, low performance to handle strong non-linearities,
and sluggish response to abrupt disruptions [29].

On the other hand, the model predictive control (MPC) offers the best performance
against system uncertainties and load disturbances, such as high robustness, quick response
based on predictions, and fast optimization. MPC is a robust advanced control approach
that depends on calculating the optimum control input signals to drive the expected outputs
to the reference subjected to the system constraints. It can control systems with numerous
inputs and outputs that may interact with each other [30]. MPC has been extensively
used in the processing, automotive, and aerospace industries [31,32]. Furthermore, MPC
can be applied to the frequency and voltage regulation of islanded and interconnected
microgrids [33,34]. In [35], MPC was applied to regulate the islanded microgrid frequency
considering EV and ESS. In [36], robust MPC was utilized in a two-area interconnected
power system’s load frequency control (LFC). In [37], a virtual-inertia-control-based MPC
was developed for the frequency control support of an isolated microgrid considering wind
energy variations and load fluctuations. On the other hand, the previously mentioned
works did not consider the optimal selection of MPC parameters depending on the mi-
crogrid parameters, system uncertainties, and random load fluctuations for the frequency
stabilization during contingencies. According to the previous observations, this work
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proposes an optimal MPC-based virtual inertial control of an isolated microgrid. The opti-
mal design of the MPC is attained using an optimization technique, the African Vultures
Optimization Algorithm (AVOA). The AVOA is a recent metaheuristic technique motivated
by the foraging and navigation behavior of African vultures [38]. This algorithm is easy
to execute and offers excellent capability for numerous applications in many engineering
design disciplines [39,40].

This article introduces an application of AVOA to obtain the MPC'’s optimal design in
an islanded microgrid’s virtual inertial control loop, including RES and load fluctuations.
Real system uncertainties and random load fluctuations are implemented to check the
microgrid performance under various scenarios. To ensure real uncertainties, actual wind
power patterns are utilized and extracted from Al-Zaafrana wind power plant in Egypt,
real solar power patterns are implemented from field tests, and random load fluctuations
are applied. The criterion of integral square error (ISE) is utilized to define the optimization
problem for the optimum design of MPC [28]. The effectiveness of the AVOA-based MPC
is investigated by making a comparison to optimal conventional PI controllers that are
optimally designed using various optimization algorithms, such as particle swarm opti-
mization (PSO), genetic algorithm (GA), and manta ray foraging optimization (MRFO)
algorithm [27]. Moreover, BES systems are introduced to show the considerable role of
the energy storage units in improving the frequency transient stability of isolated micro-
grids. MATLAB software checks the suggested controller performance through real-time
domain simulations.

The rest of the article is arranged as follows: Section 2 demonstrates the islanded
microgrid paradigm and structure with the virtual inertia control. Section 3 presents the
optimal MPC-based virtual inertia control, including formulating the optimization problem.
Section 4 introduces the AVOA. The time-domain simulation outcomes are presented and
discussed in Section 5. Lastly, the paper is summarized in Section 6.

2. System Modeling
2.1. Microgrid Structure

The studied microgrid system utilized in this article is depicted in Figure 1. The
islanded microgrid includes a non-reheat small thermal power station; energy storage units;
electric loads with RES penetration, such as wind and PV farms; electric loads with RES
penetration, such as wind; and PV farm penetration such as wind and PV farms.
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Figure 1. The studied microgrid conceptual structure with RES integration and BES system.
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For frequency control analysis, the dynamic paradigm of the investigated microgrid is
depicted in Figure 2. This figure demonstrates the proposed optimal MPC in the loop of
the virtual inertial control, including RES penetration (solar and wind farms), conventional
thermal power unit, domestic loads, and BES units. Additionally, Figure 2 presents the
modeling of the primary and secondary frequency control loops in the microgrid paradigm.
Replacing many conventional synchronous generators in the microgrid with high levels
of RES leads to a significant decrease in the rotating masses that are considered the main
source of inertia in microgrids. Therefore, the overall system inertia is notably reduced
due to the high integration of RES into the microgrid, leading to frequency stabilization
issues. Thus, the primary control and load frequency control are insufficient to lessen the
mismatch between the generated and demand power during contingencies [41]. Therefore,
virtual inertia control is introduced to compensate for the active power mismatch and the
frequency control areas. The disturbances to the microgrid system are solar/wind power
and load power demand. These works use the first-order transfer functions of RES. Based
on articles [23,28], it is assumed that the low-order dynamic model of RES is adequate
for frequency control analysis. This work considers the essential inherent requirements
and significant thermal and mechanical constraints enjoined by the dynamic actions of the
thermal power unit to obtain an actual perception of the microgrid paradigm. The power
generation change rate is an essential dynamic constraint of conventional thermal power
units due to thermal and mechanical limitations. Two physical constraints of the thermal
power unit are imposed in this paper. The first is the generation rate constraint (GRC)
of conventional generating units, which is specified as 20% per minute [42]. The second
constraint is the maximum/minimum values (Vu, V1) of the steam turbine governor dead
band (GDB), which are specified as 0.3 and —0.3 p.u, respectively. Furthermore, focusing
on the studied microgrid dynamics, the control equations of the microgrid components are

presented as follows [23,28]:
1

APy = ——AP, 1

M= 1ysT ¢ M
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where APy is the deviation in the thermal generating unit power, AP; is the deviation
in the generated power from the governor unit of the thermal generating station, APc
represents the deviation in the control signal of the secondary control, AF is the microgrid
frequency deviation, APy T is the deviation in the wind power plant’s active power, APp y
is the real generated power deviation from the solar power plant, APy represents wind
power change, and APsop 4R is the solar power change. Furthermore, the deviation in the
microgrid frequency with the effect of the primary control and secondary frequency control,
as well as the inertial control loop, can be obtained as:

AF APy + APy + APpy + APNERTIA — APLOAD) (6)

T 2HS+D

where APNERT]A is the inertial power change and AP p is the load power variation.
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Figure 2. The studied microgrid dynamic model with virtual inertia control.

2.2. Virtual Inertia Control Modeling

This study employs three frequency-regulating methods (i.e., inertia control, primary
and secondary control processes) to maintain desirable frequency stability during high-RES
penetration. During the inertial control process, the stabilization of the system frequency
is achieved only due to the kinetic energy stored in the rotating masses of traditional
generators or the virtual inertial control model since the primary and secondary controls
have not been activated yet. The microgrid frequency is settled to a new steady state value
during the primary control after the contingency. During secondary control, the steady-
state error in the network frequency is eliminated by the area control error (ACE) [43].
Virtual inertia control concept is considered a particular case of VSG operation in which
the action of the prime mover is imitated to provide the inertia power for the support of
frequency stability [17]. Virtual inertia control is provided to connect energy storage systems
(ESS) with the grid through power inverters to enable the ESS to act as a conventional
generator providing damping and inertia properties of conventional generators to the
system. Therefore, the virtual inertial control modeling can provide the necessary inertial
power to the microgrid during the absence of conventional generators with high-RES
integration. A virtual inertial control block consists of ESS, a derivative part, inertial gain,
and an active power limiter, as presented in Figure 3. The virtual inertia control concept
depends on calculating the rate of frequency change (RFC) using the derivative part, which
is an essential element in the virtual inertia control modeling. The RFC can be calculated
as follows:

d
RFC = | —(AF) 7)
dt
By =0 - - = _i
: I
> | [a | T
o | T —»| Ky I+ STy, APyygrria
Derivative Gain I ESS
| ______ a1 Limiter

Virtual inertia

Figure 3. The virtual inertia control dynamic model with MPC.



Sustainability 2023, 15, 5009

6 of 25

ESS is to provide adequate inertial power to the microgrid based on the RFC through
inverters to reduce the unbalance in power between the generation and consumption in case
of disturbances. According to references [23,28], the first-order transfer function adequately
represents ESS in the virtual inertial control loop. To achieve a realistic depiction of ESS,
a power limiter is provided to represent the ESS capacity with minimum and maximum
values of ESS active power. Therefore, the virtual inertial control modeling represented in
Figure 3 can finally provide the inertia properties of the studied microgrid for frequency
regulation during high-RES penetration and system uncertainties. The imitation of the
virtual inertial power can be obtained using the dynamic equation represented as follows:

Ky { d

APINERTIA = 145y, ﬁ(AF )} (8)

where Ty | is the time-constant-based virtual inertia for imitating the dynamics of the ESS
and Ky j is the virtual inertial control gain in the microgrid.

2.3. BES Modeling

The increasing integration of RES into electric networks leads to high-frequency
fluctuations affecting the system frequency resilience because of the inconsistent nature
of RES. Therefore, energy storage units gain great attention in enhancing the network
frequency regulation and stabilizing the frequency disturbances during RES penetration
and load fluctuations. The BES system is one of the most efficient energy storage units
used to smooth the frequency fluctuations during disturbances, particularly in islanded
microgrids. Through the use of an inverter, the BES units can produce an output of AC
voltage that is stable and controllable and that has the technical benefits of a reliable power
source. Additionally, it aids in the microgrid’s quick black start and keeps loads’” power
supplies intact. This process mainly depends on the bidirectional active power flow between
the microgrid and the BES system. The BES system has been investigated in numerous
previous studies dealing with frequency control concerns owing to its importance as a
frequency stabilizer [44,45]. Figure 4 shows the BES system’s typical structure, including
the power transformer, power converter, control scheme, and battery modules.

Batte
3-phase Power Power Y
—_— Energy
Transformer Converter .
Units
r 3
Control
> Unit

Figure 4. Schematic depiction of the BES system.

According to the BES system structure, the maximum DC output voltage from the
power converter is expressed as follows:

66
Vi = — v )
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where V; is the phase input voltage of the system. Figure 5 shows the equivalent circuit
model of the BES system that consists of a converter circuit connected to a battery circuit.
The input voltage to the battery circuit is calculated as follows:

3v6 6
Vipr = Vigo cos(a) — Ipes Ry = 7Vt(coszx1 — cosap) — %Xw Ipes (10)

where Vj, is the maximum DC voltage of the battery; a1, are the firing angles of the
power converter; I,,; is the battery flowing current; and X, is the commutation reac-
tance. From the equivalent circuit model of the BES system, the following equations are

obtained [46]: . v v
bt — Yboc — Vb1

Iyes = 11

bes Rbs+Rbt ( )
Rbp

. — 12

Vboc 1+SThp bes ( )
Rp

= 1

Vhl 1 —i—STb bes ( 3)

Ty, = Ry,Chp (14)

Tp1 = Rp1Cin (15)

where V), is the open circuit voltage of the battery, Vj, is the battery over voltage, Ry; is
battery internal resistance, Ry is connecting resistance, Ry, is self-discharge resistance, Cy,
is the battery capacitance, Ry is the overvoltage resistance, and Cy; is the overvoltage ca-
pacitance [47]. Based on the converter’s operation, the active and reactive power consumed
or delivered by the BES system are:

3v6

Ppes = 7thbes(0050¢1 — cosa) (16)
3v6 , ,
Qpes = = Vilpes (sinay — sinaz) (17)
______________________________ A
| T
| I Ry I
| v 6V6 0S @ R, I | Rye B Ros I
t p 7 \r I ANV Cyhyi F—w [
I + | 1l + [
| | ]
|4 o —_— - < I
I ‘ Iyee Vbr: : vy, Rbp§ Cop == Vyoc |
|
I I
| : L :
I 1 I |
- - |l b - - - - - |
Converter Battery

Figure 5. Equivalent circuit representation of BES units.

Only the p-modulation control approach is considered in this work since the virtual
inertia control concerns only the frequency control issues. Therefore, for active power
modulation, the condition of (x¢; = —ay = «) is applied. Therefore,

6/6
Pyes = 7thbescos(“) = Vdolbescos(u‘) (18)

Qpes =0 (19)
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Figure 6 shows the incremental model of the BES system [44]. Based on the BES
incremental model, the incremental active power can be obtained as follows:

APy = I}, AV (20)
where I}, AV, is the response to system disturbances. AV; is the damping signal, and it
can be obtained as follows: K

AVy= —2 AU 21

T T4 STy ¢ @

where K, is the amplification factor, Ty, is the time constant of the measurement device,
and AU_ is the dispatched frequency control signal to provide the damping signal. In this
work, 8 MW capacity of the BES system is connected to the microgrid. BES system includes
two units (4 MW /15 MWH) that are connected in parallel. The parameters of BES systems
are used and extracted from [47,48].

AU, K, AV, AV, Vy, cos(a
c 1+SL’7§ d/\pdoa()
bes + + Ibes l
O X .o
s
AV, ,l\ AV~ 1 Al e
N + \‘/ Rps + Rpr
AV, 4 +
3

APy s C Ry1 )
", + 5T,

+
A‘/Lu:v( *

Rpp
Ry, + STy

o
Ibes

Figure 6. BES incremental model design.

3. Optimal MPC Design

MPC has proven high performance in numerous engineering control applications,
such as processing industries, automotive industries, electromechanical systems control,
and many other control applications, including power system control [33,48]. Moreover,
MPC has the flexibility to be applied with modern control systems, such as fuzzy logic
systems, deep learning prediction models, and artificial neural networks, to work with
nonlinear models [49,50]. The main target of any controller is to calculate the suitable input
signal to the system such that the system output follows the desired reference. The MPC
control approach relies on the explicit use of the plant model to make predictions about
the future system output behavior. Furthermore, it also uses an optimizer to compute an
optimum sequence of control actions to ensure that the predicted system output tracks
the desired reference. Figure 7 presents the general strategy of MPC. Np is the prediction
horizon, which indicates the number of future outputs predicted at each sampling instant ¢.
The set of predicted outputsis [y (t+ k), k =1,2,..., Np], where i is the future output
and y is the actual system output. At the sampling time {, MPC computes a set of N¢ values
of the control inputs as [u(t+k—1), k =1,2,..., N¢|, where u is the manipulated input
and N is the control horizon. The set includes the present control input u(t), and Nc — 1
future control signals. The control input signals are determined to drive the predicted
system outputs to the setpoint [51]. Although a set of N¢ input control signals is specified
at each sampling instant ¢, the first control signal of this set is only applied to the system
model. A new set of control inputs is calculated at the next sampling instant, as new state
measurements are available again using the receding horizon strategy. At the next sampling
instant, y(f 4 1) is already known, all the control signals are brought up to date, and the
process is repeated at the next time step [37].
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Figure 7. MPC general concept and strategy.

Figure 8 shows the basic structure that presents the implementation of the MPC
strategy. The future output of the model is predicted by utilizing the dynamic system
model based on past inputs, outputs, current state, and the optimal future control inputs.
By solving an online optimization problem with constraints, the control actions of the
system are determined to minimize the cost function. MPC predictions are developed
using the dynamic model, which is known as a linear empirical model, that is considered a
multivariable form of the step response [51]. For a linear system, the following equations
are used to describe the dynamics of the system:

x(t+1) = Ax(t) + B(t) (22)

y(t) = Cx(t) (23)

where A, B, and C are state space matrices that describe the system model. The state output
y(f) usually coincides with the state x () in microgrids. The step response model for the
plant in single input single output (SISO) system is:

y(t) =Y gidu(t —i) (24)

where g; is the step response matrix coefficient [51]. The predicted system output is
calculated as follows:

Jt+k) =Y " gidu(t+k—i)+x(t+k) (25)

where k = (1,2,..., Np). The predicted system outputs can be calculated for a constant
disturbance as follows:

Tk =Y gidu(t+k—i)+ f(t+K) (26)

where f(t + k) is the free response disturbance that does not depend on the future control
signals. When the dynamic model exists, it can be incorporated into the minimization pro-
cess’s cost function. Several MPC techniques use various cost functions for the optimization
process. The main target of MPC is to make future output y(t) track a specified reference
signal r(t) along the prediction horizon while penalizing the input control effort Au(t) for
doing so [52]. In this paper, the weighted squared sum of the predicted errors and control
input increments represent the objective function of the online optimization problem. In a
single-input, single-output (SISO) system, the cost function is expressed as follows:

J= Z G(t+k)—r(t+k) +Z Wyl Au(t+k—1))? (27)
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subjected to the following constraints:
A > Au > Ny,

Ymax 2 Y 2 Ymin

where Wy, and Wy; are parameters that consider the relative weight of errors on the sys-
tem output and control input. The weight parameters may be constants or exponential
sequences. This work assumes that the weight parameters are constant [37].

Reference
trajectory

Past inputs .

and outputs uture +

_ outputs
Plant model
Future inputs
(manipulated variables) Predicted
error

Optimizer |«

Cost function —T L Constraints

Figure 8. The conceptual structure of MPC.

In this work, MPC is added to the virtual inertial control loop to provide the optimum
input sequence Aupc to the virtual inertial block during high-RES penetration and load
fluctuations, as presented in Figure 2. Furthermore, the virtual inertial model provides
the proper amount of inertia power, AP;NEgrTr4, to the studied microgrid so that the
microgrid frequency deviation tracks the zero-frequency reference to stabilize the frequency
fluctuations during disturbances while accepting the given constraints over the output
frequency deviation and the inertia power change. The following steps describe the main
MPC algorithm, from obtaining the basic data to applying the final control signal:

e  Step 1: At sampling instant {, MPC measures the microgrid output frequency change
Af(t).

e Step 2: Based on the current microgrid frequency information, MPC computes se-
quence of control actions AUppc(t+k—1), k=1,2,..., Nc.

e  Step 3: Only the first control step AUppc(t) is applied to the virtual inertia model to
obtain the injected inertia power. Thus, Af(t + 1) is now determined.

e  Step 4: Repeat the previous steps at the next sampling instant ¢ 4+ 1. The termination
occurs when the agreement of the tracking consensus is attained within the constraints.

Several design parameters must be adjusted appropriately during the MPC design.
These parameters are the prediction horizon, control horizon, weights on output and
input signals, and weight on the manipulated variable (i.e., control input) rate. Selecting
appropriate values of the MPC parameters is essential since they affect the performance of
MPC and its computational difficulty when solving an online optimization problem at each
sampling time. Therefore, the optimum design of MPC is achieved using AVOA under
different conditions of the studied microgrid. AVOA is provided to obtain the optimal
selection of MPC design parameters for alleviating the frequency oscillations in an islanded
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microgrid. The objective function for frequency minimization depends on the criterion of
ISE. The objective function to be minimized is expressed as follows [27]:

ISE = /0 A f)dt (28)

where AF is the system frequency change and t;,,,is the time for one run in MATLAB/Simulink.
The upper and lower limits of the MPC design parameters are presented in Table 1.

Table 1. Upper and lower limits of MPC parameters.

Parameter Lower Limit Upper Limit
Prediction horizon (Np) 1 30
Control horizon (N¢) 1 10
Output signal weight (W) 0 5
Manipulated variable weight (W,,) 0 5
Weight on manipulated variable rate 0 0.5

4. African Vultures Optimization Algorithm

AVOA is a recent metaheuristic technique motivated by African vultures’ natural
foraging and hunting behavior. This algorithm has proven to solve global optimization
problems in various engineering disciplines [39,53]. Furthermore, AVOA utilizes the
exploration and exploitation processes to avoid being stuck in restricted areas in the search
space and to converge toward the optimum solution. The exploration process ensures that
the algorithm reaches promising areas of the search domain, while the exploitation process
ensures the search for optimal solutions within the given region. This paper presents the
AVOA based on the following four criteria:

e  There are N African vultures in the search space. This number presents the population
size in the algorithm. Additionally, it depends on the optimization problem to be
solved using the AVOA.

e  Various vultures in the environment can be physically divided into three categories.
This is accomplished by calculating the fitness of all available solutions based on the
initial population of each vulture. The best solution represents the first-best vulture,
the second-best answer represents the second-best vulture in the environment, and
other vultures form the third category, which moves to the best two vultures in the
search space.

e In the natural environment, the ability of each group of vultures to find food differs
from one group to another, and this is primarily the reason for dividing the vultures
into categories.

e  The vultures can escape hunger by searching for food for many hours. By assuming
that the weakest and hungriest vulture is related to the worst solution and that the
strongest vulture is related to the best solution in the population, the vultures aim to
keep away from the worst vultures while finding the best answer.

Based on the four mentioned assumptions and basic concepts of natural vultures to
simulate the hunting behavior of artificial vultures, the algorithm can be formulated in
five separate phases. Figure 9 presents the flowchart of the proposed AVOA for better
understanding [38]. Moreover, Table 2 represents a pseudocode of the AVOA algorithm
from initializing the population to finding the best solution.
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Figure 9. AVOA flowchart.
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Table 2. Pseudocode of AVOA.

1 Initialize the population size N and maximum number of iterations T
2 while (t <T)
3 Calculate the fitness value of the vulture

4 Evaluate first and second best vultures

5 for (each vulture V;) do

6 Determine R; using Equation (29)

7 Determine F using Equation (31) after updating t and z

8 IfF>1)

9 If (Pl erl)

10 Update the vulture’s position using Equation (33)

11 else,

12 Update the vulture’s position using Equation (34)

13 If(F<1)

14 If (F > 0.5)

15 If (P 2 Z rpz)

16 Update the vulture’s position using Equation (36)
17 else,

18 Update the vulture’s position using Equation (37)
19 else If (F < 0.5)

20 If (P 3 er3)

21 Update the vulture’s position using Equation (41)
22 else,

23 Update the vulture’s position using Equation (44)
24 t=t+1

25 end while
26 Return first best vulture

a.  Step 1: Vulture Grouping

The fitness value is calculated for all feasible solutions after the initial population
is determined. The first-best vulture represents the best answer, and the second-best
answer represents the second-best vulture in the search domain. All other vultures move
towards one of the best two solutions according to Equation (29). Then, the population is
recalculated in the next iteration.

[ best_vulturey if p; = Ly
Ri = {best_vulturez if pi=1Ls 29)

where best_vulture; is the first best vulture; best_vulture, is the second-best vulture; L1, L,
are random values between 0 and 1, and their sum is 1; and p; is the probability of selecting
each of the best answers in each group, and it can be calculated by using the roulette wheel

approach as follows:
pi=
©LLE

(30)

where 7 is the total number of vulture groups, and F; is the fitness value of the first and
second groups of vultures.

b.  Step 2: Vultures’ Rate of Starvation

Vultures are frequently searching for food to eat. If the vultures are not starving and
are satiated, they have high energy to look for food over long distances, but if they are
hungry, the lack of their energy makes the vultures unable to fly over long distances to
search for food. In other words, the starving vultures become more aggressive than the
strongest vultures. This behavior is mathematically modeled using Equation (31) as follows:

(31)

iteration;
F:(2*Rand1+1)*z*<1— Lerarion; )

max_iterations
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where F is the rate of starvation of vultures, iteration; represents the current iteration,
max_iterations represents the total number of iterations, Rand; is a random value between
0 and 1, and z is a random number in the range of [-1,1] which changes at each iteration.
Equation (31) is also utilized as an indicator of the transition of the vultures from the
exploration stage to the exploitation stage. t is calculated using Equation (32) as follows:

F— e (sinu’(n . iteration; ) n cos(ﬂ § iteration; ) B 1) (32)

2  max_iterations 2  max_iterations

where & is a random number between —2 and 2 and w is a factor with a constant value
specified prior to the optimization process, determining the disruption of the exploration
and exploitation phases. According to Equation (31), The rate of starvation F regularly
decreases when the iteration number increases. When |F| is bigger than 1, the vultures are
entering the exploration stage to look for new food. When |F| is smaller than 1, the vultures
are entering the exploitation stage, searching for food in the immediate neighborhood.

c.  Step 3: Exploration Phase:

In their environment, vultures have excellent vision and outstanding capability to find
food and detect dying animals. However, vultures may have difficulty finding food as
they spend a lot of time navigating their environment before travelling long distances for
food. Using two strategies, vultures can examine and locate different areas in the search
domain. P; is a parameter in the range of [0,1] and is used to select one strategy to be
utilized in the exploration stage. The value of this parameter should be specified before
the exploration phase. A random number rp;, in the range of [0,1], is utilized to select
between the two strategies. If P; > rpj, Equation (33) is utilized. If P; < rp;, Equation (34)
is utilized as follows:

P(i+1) = R(i) = D(i) x F (33)

P(i+1) = R(i) — F + Randy * ((ub — 1b) * Rands + Ib) (34)

where R(i) is one of the best vultures selected in the present iteration; Rand, is a random
number in the range of [0,1]; Ib and up are the variables’ lower and upper bounds, respec-
tively; and Rands is provided to boost the coefficient’s random nature. D(7) denotes the
distance between the vulture position and the present optimum solution, and it can be
determined as follows [54]:

D(i) = |X *R(i) - P(i)| (35)

where X is a random value in the range of [0,2], and P(i) is the ith vulture’s position in the
search space.

d. Step 4: Exploitation Phase (First Stage):

When the value of the rate of starvation of vultures |F| is less than 1, the vultures
enter the exploitation phase. There are two different stages with two distinct strategies
utilized at each stage of the exploitation process. If |F| > 0.5, the AVOA moves into the first
phase of the exploitation process. Two different strategies can be utilized in this stage of
the exploitation process. These strategies are siege-flight and rotational flying approaches.
P, is a parameter in the range of [0,1] and is used to select between the two mentioned
strategies. A random number rpy, in the range of [0,1], is also utilized to choose between
the siege-flight and rotational flying approaches. If P, > rpy, Equation (36) is utilized. If
P, < rpp, Equation (37) is utilized as follows:

P(i +1) = D(i) * (F + Randy) — d(t) (36)

P(i+1)=R(i) — (S1+ S2) (37)
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where d(t). The distance between the vulture’s position and one of the best two solutions
of the best two vultures is calculated as follows:

d(t) = R(i) = P(i) (38)

Siand Sy, the representations of the spiral model of the vulture to mathematically
model the rotational flight, approach are calculated as follows:

S1=R(i) * (W) % cos(P(i)) (39)

S, = R(i) * (W) v sin(P(i)) (40)

where Randy, Rands, and Randg are random numbers in the range of [0,1].
e.  Step 5: Exploitation Phase (Second Stage):

If the rate of starvation of vultures |F| is less than 0.5, the vultures enter the second
stage of the exploitation phase. A random number rp3, in the range of [0,1], is generated
at the beginning of this phase to be compared to the parameter P; to select between the
two strategies available at this stage. The value of P; should be specified before the search
operation. If P3 > rp3, the strategy of accumulating various types of vultures over the food
is implemented, and the position of the vulture is updated as follows:

A1+ A

Pii+1) ==

(41)

where Ajand Aj; are used to represent the accumulation of the vultures over the food; they
are calculated as follows:

Aq = best_vulture; (i) — best_vulture (i) « P(i) « F (42)
best_vulture (i) = (P(i))*
Ay = best_vulture, (i) — best_vulturey (i) « P(i) (43)

*

best_vulturey (i) * (P(i))2

Otherwise, if P3 < rp3, the strategy of aggressive siege flight is implemented as follows:
P(i+1) = R(i) — (|d(t)| * F x Levy(d)) (44)

where d(t) represents the dimension of the problem in the search space. The effectiveness of
the AVOA is increased by implementing the patterns of levy flight (LF), which are derived

as follows:
LE(x) = 0.001 <” * U) (45)

1
|v]?

1
I'(1+ B)sin (7’3> !
o= B (46)
T(1+p2) 2 (£51)
where v and p are random values in the range of [0,1] and B is a constant value specified
as 1.5.

5. Simulation Results
5.1. System under Study

The studied microgrid dynamic model with the proposed optimal MPC into the virtual
inertial control loop, including RES integration, is presented in Figure 2. The complete
system paradigm is established and simulated in a MATLAB/Simulink environment. The
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studied system includes a non-reheat thermal generating unit of 12 MW peak power, a wind
power plant of 10 MW peak power, a solar power station of 8 MW rated power, electric
loads of 15 MW maximum power, and a battery energy storage system with 8 MW capacity.
The system base power is 25 MW. Furthermore, the wind and solar power fluctuations
(APw, APsoraR) are assigned as disturbance signals to the system in addition to the
load power changes AP;p4p. Table 3 introduces the different parameters of the islanded
microgrid. The optimal MPC is designed using the AVOA, coded using m-files, and loaded
to the microgrid model in Simulink to achieve the optimal target. The main objective of
the simulations is to examine the system performance in case of system uncertainties, RES
penetration, and BES penetration. This is achieved by assessing the islanded microgrid
performance in four scenarios.

Table 3. Microgrid dynamic parameters.

Parameter Meaning Value
D (p.u. MW/Hz) System damping 0.015
H (p.u. MW s) Total inertial constant 0.083
T (S) Governor time constant 0.1
Tt (S) Turbine time constant 0.4
Tw.r (S) Wind time constant 1.5
Tpv (S) Solar time constant 1.8
Ky Integral control gain 0.05
R (Hz/p.u. MW) Speed droop constant 24
Ty1(S) Virtual inertial time constant 10
Ky 1 Virtual inertial gain 0.5
Vi (p-u. MW) Maximum valve gate limit 0.3
Vi (p.u. MW) Minimum valve gate limit -0.3
GRC (p.u. MW/minute) Generation rate constraint 0.2

5.2. Scenario 1: Evaluation of Microgrid Performance without RES and BES

In this scenario, the optimal tuning of the proposed MPC with the virtual inertial
controller with the aid of the AVOA is introduced without considering the RES integration’s
impact on the microgrid and BES penetration. The primary target of this scenario is to
examine the studied microgrid performance under different load disturbances to verify
the validity of the suggested optimal MPC in the virtual inertial loop to solve system
frequency regulation issues. Furthermore, the efficacy of AVOA-based MPC is examined by
making a comparison with optimal conventional PI controllers that are optimally designed
using various optimization techniques, such as particle swarm optimization (PSO), genetic
algorithm (GA), and manta ray foraging optimization (MRFO) algorithm. In this scenario,
step load disturbances of 5% and 10% are applied to the studied system at a time (t = 1 s)
at typical system inertia. Trial and error methodology is exploited to obtain the optimum
specifications of the proposed AVOA. The optimal specifications include 20 vultures and
100 iterations. To prove the efficacy of the suggested algorithm, the optimization procedure
is held ten times, leading to a fitness value of 3.6 x 10~3 and almost zero variance and
standard deviation. The optimal tuning of the MPC using AVOA leads to optimal controller
parameters as follows:

Prediction horizon (Np) = 22;

Control horizon (N¢) = 5;

Output signal weight (W,) = 4;
Manipulated variable weight (W) = 0;
Weight on manipulated variable rate = 0.01.

The sampling time of the MPC is adjusted to 0.001 s. The maximum and minimum
limits for the frequency deviation and MPC constraints are indicated as follows:

Maximum frequency change = 0.5 Hz

Minimum frequency change = —0.5 Hz

Maximum control signal (inertia power) = 0.24 p.u. MW
Minimum control signal = —0.24 p.u. MW
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The system frequency change, under 5% and 10% step load perturbations (SLPs) using
the proposed controller compared to a different algorithm-based PI controller, is indicated
in Figure 10a,b. The presented frequency responses prove that the system response in
case of using an MPC controller with the AVOA is faster in response, lower in steady
state error, and better in stabilizing the frequency oscillations than using a conventional PI
controller with different algorithms, such as PSO, GA, and MRFO. Table 4 introduces the
transient specifications of the system frequency changes under various step load changes.
These transient specifications, such as highest percentage signal change (HPSC), lowest
percentage signal change (LPSC), steady state error (SSE), and time of settling (TOS) with
a 2% criterion are most utilized with frequency control issues. It can be noticed that
the proposed AVOA-based MPC has lower transient parameters and lower frequency
deviations compared to PSO-based, GA-based, and MRFO-based PI controllers. Moreover,
Table 4 shows that PSO-based PI controller has the worst transient parameters due to the
slow convergence rate in the iterative process.

AF (Hz)
5
8

MPC-AVOA

5
Time (S)

(a)

. . L .
o 1 2 3 4 s 3
Time (Seconds)

(b)
Figure 10. System frequency response for scenario 1 (a) Af for 5% SLP, (b) Af for 10% SLP.

Table 4. Transient specifications for scenario 1.

Algorithm SLP HPSC (Hz) LPSC (Hz) TOS(s) SSE (Hz)
MPC-AVOA 0.0012 0.00265 0 0
PI-MRFO 59, 0 0.02431 1.35 0.0012
PI-GA ° 0.01117 0.04041 1.5 0.0013
PI-PSO 0.01868 0.0751 1.93 0.0038
MPC-AVOA 0.0024 0.0053 0 0
PI-MRFO 10% 0 0.04856 1.56 0.0024
PI-GA 0.02252 0.08091 1.97 0.0026
PI-PSO 0.03731 0.1506 3.64 0.0077

5.3. Scenario 2: Evaluation of Microgrid Performance under Reduced Microgrid Inertia

Step load disturbances of 5% and 10% are applied to the studied system at a time
(t =1 s) under a 50% decrease in the microgrid equivalent inertia. In this scenario, the
reduced microgrid inertia is considered uncertain to the system for examining the islanded
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microgrid performance during demand changes and system uncertainties. The system
frequency responses under 5% and 10% load disturbances during low system inertia are
indicated in Figure 11a,b. These figures show that frequency changes of the islanded
microgrid are more significant in oscillations and more remarkable in transient frequency
deviation in the case of low inertia. The transient specifications for this scenario are
introduced in Table 4. According to the transient parameters indicated in Table 5 and
considering the disturbance alleviation purpose, error minimization, and reference tracking
property, it can be noticed that a more favorable result is attained by the AVOA-based
MPC controller in the virtual inertial control loop. The simulation outcomes show that the
optimal MPC performs better in tracking the frequency zero references during different
step load disturbances in case of reduced microgrid inertia compared to the conventional
PI controller with various optimization algorithms.

MPC-AVOA | 7|
————— PI-MRFO
- = =PI-GA
ctesesens PIPSO

L . . | T T

6 7 8 9 10

(@)

0.1

-0.2

Timz s)
(b)

Figure 11. System frequency response for Scenario 2 (a) Af for 5% SLP, (b) Af for 10% SLP.

Table 5. Transient specifications for Scenario 2.

Algorithm SLP HPSC (Hz) LPSC (Hz) TOS(s) SSE (Hz)
MPC-AVOA 0.0022 0.0037 0 0
PI-MRFO . 0 0.0273 1.28 0.0012
PI-GA 5% 0.0094 0.0502 138 0.0015
PI-PSO 0.026 0.098 2.75 0.0039
MPC-AVOA 0.0045 0.0075 0 0
PI-MRFO 10% 0 0.0545 1.48 0.0026
PI-GA 0.019 0.1005 1.65 0.0028

PI-PSO 0.059 0.2 3.12 0.0079
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5.4. Scenario 3: Evaluation of Microgrid Performance with RES

Fluctuations in RES intermittent power and continuous changes in the load power
are considered two essential characteristics of the isolated network. Thus, in this section,
the microgrid frequency evaluation is examined under solar and wind farm penetration in
addition to the implementation of random load fluctuations. For achieving practical and
real analysis, actual wind power data were collected and extracted from a wind power plant
located in Al-Zaafrana, Egypt in 2014 [55]. The changes in real wind power are introduced
in Figure 12a, in which the rated output power of the wind farm is specified as 0.4 p.u. MW,
and the rated wind speed of the wind turbines is 15 m/s. The wind power fluctuates with
a peak value of 0.3 p.u. MW below its rated power. In addition, experimental solar power
data are collected for a full sunny day from a field test located in Riyadh, Saudi Arabia [55].
The solar data are extracted and imported into the Simulink model. The obtained solar
power pattern is depicted in Figure 12b, in which the active solar power fluctuates smoothly
until it reaches its peak power of 0.23 p.u. MW below the rated power, which is specified as
0.32 p.u. MW. Furthermore, Figure 12c demonstrates random load power changes during
one whole day [56]. To achieve multiple strategies of the studied microgrid, a variety of
working situations are depicted in Table 6 to examine the effectiveness of the AVOA-based
MPC with the virtual inertial controller in case of high-RES penetration, demand power
fluctuations, and overall system inertia changes.
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Figure 12. Wind, solar, and load power patterns: (a) wind power fluctuations, (b) solar power
fluctuations, (c) load variation.

Table 6. Multiple operating conditions of the studied microgrid.

. . Starting Time Stopping Time Size
Disruption (Minutes) (Minutes) (MW)
Wind farm 400 - 10 MW
Solar farm initial - 8 MW

Domestic load initial 900 15 MW

The microgrid performance is examined under typical system inertia in this scenario.
The studied microgrid frequency changes are depicted in Figure 13 under RES and load
disturbances. The fluctuations in solar, wind, and load power increase the frequency
disturbances compared to other scenarios. A complete comparison is made between
AVOA-based MPC and conventional PI controllers by making a zoomed view during the
connection of the wind farm at t = 400 min and disconnection of electric loads at t = 900 min.
Table 7 depicts the different evaluation indices of the studied system in the case of different
controllers. The PSO-based PI controller can regulate the deviation in the frequency within
£0.2 Hz, while the system frequency is kept in the range of 0.1 Hz using a GA-based
PI controller. In addition, the PI controller with the MRFO algorithm is able to keep the
microgrid frequency deviation within £0.05 Hz. On the other hand, the best result is
obtained using the AVOA-based MPC, for which the proposed controller succeeded in
regulating the microgrid frequency within £0.01 Hz under different operating conditions
of the studied microgrid.

Table 7. Evaluation parameters of system frequency for Scenario 3.

Controller Maximum Overshoot (HZ) Minima Overshoot (HZ)
AVOA-MPC 0.01 0.008
MRFO-PI 0.061 0.057
GA-PI 0.1 0.092

PSO-PI 0.19 0.16
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Figure 13. System frequency response for Scenario 3.

5.5. Scenario 4: Evaluation of Microgrid Performance with RES and BES Units

In this scenario, the microgrid performance is examined considering the penetration
of RES in addition to the effect of energy storage units. In this study, battery energy
storage (BES) units of 8 MW rated power are utilized and connected to the microgrid as
introduced in Figure 2. The conventional PI controller is used to produce the dispatched
frequency control signal to provide the damping signal from the BES. The power patterns
of solar, wind, and load in Figure 12 are also implemented in this scenario. The microgrid
performance is also investigated under the multiple operations shown in Table 6. The
primary objective of this scenario is to demonstrate the energy storage units’ significant
impact in dampening the studied microgrid’s frequency oscillations. Figure 14 depicts the
studied system frequency fluctuations with and without the impact of the BES units. It can
be noticed that the microgrid frequency fluctuations are significantly damped. During the
connection of the wind farm at t = 400 min, frequency overshoot reaches 0.01 Hz without
the effect of BES. While considering the effect of BES, the frequency overshoot is limited
to 0.007 Hz. Moreover, during the disconnection of the electric loads at t = 900 min, the
frequency deviation reaches 0.007 Hz without the BES’s impact. On the other hand, the
frequency overshoot is limited to 0.005 Hz considering the effect of BES. The BES units
improve the isolated microgrid frequency resilience, and this is because of the significant
active power which is injected by the storage units.
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Figure 14. System frequency response for Scenario 4.

6. Conclusions

As the RES penetration level increases, the lack of network inertia negatively affects is-
landed microgrids, leading to frequency instability and cascading outages in the worst-case
scenario. This is a pressing issue regarding the increasing amount of RES being installed
in electric grids now and in the future. In this study, model predictive control (MPC) is
employed in the virtual inertial control loop to support frequency stability in an isolated
microgrid with high penetration of RES. The optimal design of MPC is attained using the
African Vultures Optimization Algorithm (AVOA). The AVOA-based MPC is designed to
reduce the impact of RES power variation, load fluctuations, and system perturbations (i.e.,
overall microgrid inertia). Furthermore, the system contains battery energy storage (BES)
units to enhance the transient stability of the islanded microgrid. The simulation outcomes
prove the efficacy of the proposed optimal MPC controller in regulating the system fre-
quency and attenuating the frequency oscillations compared to a conventional PI controller
that is optimally designed using different optimization algorithms. Moreover, the time
domain simulation outcomes show the significant role of BES in improving the transient
frequency stability and alleviating the frequency disturbances in isolated microgrids.
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